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ABSTRACT
The concept of “Industry 4.0” considers smart factories as data-
driven and knowledge enabled enterprise intelligence. In such kind
of factory, manufacturing processes and final products are accom-
panied by virtual models – Digital Twins. To support Digital Twins
concept, a simulation model for each process or system should be
implemented as independent computational service. The only way
to implement an orchestration of a set of independent services and
provide scalability for simulation is to use a cloud computing plat-
form as a provider of the computing infrastructure. In this paper, we
describe a Digital Twin-as-a-Service (DTaaS) model for simulation
and prediction of industrial processes using Digital Twins.

CCS CONCEPTS
• Information systems→Web services; • Computer systems
organization→ Cloud computing;
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1 INTRODUCTION
The smart manufacturing concept is now one of the main devel-
opment trends in the industry. One of the key approaches to this
concept is a “Digital Twin” concept. The Digital Twin (DT) sup-
ports virtual models of real equipment, industrial process, and final
products. The Digital Twin provides methods of analysis of data
from diverse types of sensors installed on the objects for tuning
and actualization of their virtual state. The DT applies different
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mathematical models for simulation of the processes of interest
that are implemented using statistical methods, data mining, and
finite element method, etc.

To develop a DT of an industrial process or equipment, we can
present it as a computational workflow composed of a set of compu-
tational services that represent models for process stages and their
interaction [3]. Each of these computing methods defines specific
requirements for the necessary computational resources. One of the
possible solutions that provide high flexibility on the one hand, and
high computing performance on the other hand, is to use container-
ization technology [1]. Thus, it is needed to provide a cloud system
that uses “Container-as-a-Service” model, that would support the
Digital Twin execution. In this paper, we describe a model of the
Digital Twins Cloud Platform for simulation of industrial processes
in the form of workflows.

2 THE DIGITAL TWIN
The Digital Twin is a hierarchical system of mathematical models,
computational methods and software services, which provides near
real-time synchronization between the state of the real-world pro-
cess or system and its virtual copy. We can highlight a Distributed
Virtual Test-Bed (DiVTB) [4] technology that provides a simulation
of industrial process and systems based on data provided by end-
user, as one of the predecessors of the Digital Twin concept. Up to
now, the difficulty of near real-time data harvesting from the ob-
jects of interest has been the main obstacle to the broad application
of the DT technology. Using this data and analysis methods, we
can design the Digital Twins of smart factory's industrial processes
and sophisticated end-products. The following characteristics of
the DT can be highlighted:

• Real-time reflection. A DT is a reflection of a physical ob-
ject (equipment, process or system) that keeps ultra-high
synchronization and fidelity with the real-world [2].

• Hierarchy. A DT of an industrial process can contain DTs
of the process stages, which, in turn, contain DTs of the
equipment enforcing these stages.

• Self-evolution. Since a DT provides a reflection of the object
or process, it should perform undergoing continuous model
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Figure 1: Digital Twins Cloud Platform use-cases

improvement through comparing the simulation process
with physical object or process, concurrently.

• Flexibiliy. The DT uses diverse types of models to simulate a
real object's current state. The comprehensive andwell-timed
state reflection can be obtained only by usage of models with
the accuracy, necessary and sufficient for satisfying the “real-
time reflection” requirement.

3 THE CONCEPT OF THE DIGITAL TWIN
CLOUD PLATFROM

To provide the DT execution, we design a Digital Twins Cloud Plat-
form, which provides a dynamic allocation of computing resources
and provides an API to present the DTs as a microservices. Thus,
DTs Cloud Platform provides a “Digital Twin-as-a-Service” (DTaaS)
cloud model. The DTaaS model presents the DT as a set of cloud
services to store and to analyse the data gathered from sensors,
simulation of the real-world objects, and their visualization of the
virtual representation.

The DTs Cloud Platform provides the following levels of abstrac-
tion:

(1) The level of the Digital Twin user. On this level, the user
can get an access to the available DTs in the form of cloud
applications based on the “Software-as-a-Service” model.

(2) The level of the Digital Twin developer. At this level, the cloud
platform provides resources for the development of DTs
based on a “Platform-as-a-Service” model. A DT is described
as a computational workflow, the nodes of which correspond
to the Computing Services and other DTs, while links corre-
spond to the data flow between nodes.

(3) The level of the Computing Service developer. At this level,
the cloud platform provides an API for Computing Service
development based on a “Backend-as-a-Service” model. A
Computing Service is represented as a microservice respon-
sible for specific data processing operation or execution of a
specific set of computational methods.

(4) The level of the cloud infrastructure provider. At this level,
instances of Computing Services are mapped to the cloud
computing resources provided by the cloud platform based
on “Container-as-a-Service” model.

We can define the following main actors, who interact with the DTs
Cloud Platform (see Fig. 1).

(1) Digital Twin user utilize DTs to get the necessary information
about real-world entities, such as their status, notification
about real-world entity state changes, prediction of their be-
havior and parameters under certain conditions, recommen-
dations of the enchantment of real-world entity efficiency,
etc.

(2) Digital Twin integrator is responsible for the deployment
of DTs on industrial objects through a connection of real-
world entities with their virtual representation, setting up
and provision of DT user interfaces.

(3) Digital Twin developer uses Computing Services of the DTs
Cloud Platform to develop a DT and publishes it into a DT
Marketplace.

(4) Computing service developer designs Computing Services
that implement models of real-world entities using in-house
developed components, along with available applied soft-
ware packages and frameworks.

(5) Real-world entity is a real-world process, system, or equip-
ment fitted with sensors. These sensors gather and send the
data to the DTs Cloud Platform for storage and analysis.
Also, data can be received from derivative data sources, like
SCADA, MES, etc., and typed manually.

As a direction of further research, we plan to design an archi-
tecture of cloud platform, that supports execution of Digital Twins
and to provide resource management methods of the cloud system
through “Container-as-a-Service” (CaaS) model.

ACKNOWLEDGMENTS
The reported paper is supported by the RFBR research project
No.: 15-29-07959, by Act 211 Government of the Russian Feder-
ation contract 02.A03.21.0011 and research project No.: 5077019,
by Austrian Research Promotion Agency

REFERENCES
[1] Carl Boettiger. 2015. An introduction to Docker for reproducible research. ACM

SIGOPS Operating Systems Review 49, 1 (2015), 71–79. https://doi.org/10.1145/
2723872.2723882 arXiv:1410.0846

[2] Edward Glaessgen and David Stargel. 2012. The Digital Twin Paradigm for Future
NASA and U.S. Air Force Vehicles. In 53rd Structures, Structural Dynamics and
Materials Conference - Special Session: Digital Twin. https://doi.org/10.2514/6.
2012-1818

[3] Prakashan Korambath, Jianwu Wang, Ankur Kumar, Jim Davis, Robert Graybill,
Brian Schott, and Michael Baldea. 2016. A smart manufacturing use case: Furnace
temperature balancing in steammethane reforming process via kepler workflows.
Procedia Computer Science 80 (2016), 680–689. https://doi.org/10.1016/j.procs.
2016.05.357

[4] Gleb Radchenko and Elena Hudyakova. 2012. A service-oriented approach of
integration of computer-aided engineering systems in distributed computing
environments. In UNICORE Summit 2012, Proceedings, Vol. 15. 57–66. http://www.
scopus.com/inward/record.url?eid=2-s2.0-84877685818

View publication statsView publication stats

https://doi.org/10.1145/2723872.2723882
https://doi.org/10.1145/2723872.2723882
http://arxiv.org/abs/1410.0846
https://doi.org/10.2514/6.2012-1818
https://doi.org/10.2514/6.2012-1818
https://doi.org/10.1016/j.procs.2016.05.357
https://doi.org/10.1016/j.procs.2016.05.357
http://www.scopus.com/inward/record.url?eid=2-s2.0-84877685818
http://www.scopus.com/inward/record.url?eid=2-s2.0-84877685818
https://www.researchgate.net/publication/321450833

	Abstract
	1 Introduction
	2 The Digital Twin
	3 The concept of the digital twin cloud platfrom
	Acknowledgments
	References

